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Abstract 

This report extends previous results obtained from the investigation into the 
use of quantiles for data compression of space telemetry. Tests of hypotheses are 
given, using six and eight optimum sample quantiles. Tests A and test the mean 
of a normal population. In Test A the variance is assumed to be known and in 
Test it is assumed to be unknown. Test B tests the variance of a normal popula- 
tion when the mean is unknown. Tests D and 6 decide whether the unknown 
means of two independent normal populations are identical under different assump- 
tions on the values of the parameters. Test 3 decides whether the unknown vari- 
ances of two independent normal populations are identical when their common 
mean is unknown. Tests F and decide whether or not two normal populations 
are independent. In addition, estimators of the correlation co&cient are con- 
structed. Suboptimum test statistics and estimators are also given. In all cases, the 
sample sizes are assumed to be large. 
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Tests of Hypotheses and Estimation of the Correlation 

Coefficient Using Six and Eight Quantiles 

1. Introduction 
Data compression of space telemetry is desirable be- 

cause there is a limit to the total amount of information 
that can be transmitted through a communications chan- 
nel in a given time and, therefore, a limit to the number of 
experiments that can be performed simultaneously aboard 
a spacecraft for given sample sizes if all the observations 
are to be transmitted back to earth in that same time. The 
aim of a data compression system is to transmit only 
“useful” information, discarding the remainder of the data. 
If the data compression ratio (the ratio of the number of 
observations taken to the number transmitted) is high 
enough, it will then be possible to perform additional 
experiments with a relatively small increase in cost. 

The criterion used to determine whether information 
is useful or not usually depends upon the type of informa- 
tion desired. For example, given an initial observation, the 
next useful bit of information might be the first subse- 
quent observation which differs from the initial one by 
more than some previously prescribed amount. If the 
quantity under observation is changing slowly, only a 
small fraction of the total number of observations would 
be defined, under t h i s  criterion, as being useful. In other 

words, one may be interested primarily in sufFiciently 
large changes in the observations, rather than in the obser- 
vations themselves, and a data compression scheme that 
chooses and transmits only those observations which indi- 
cate these changes may achieve large compression ratios 
with little or no loss of useful information. On the other 
hand, if one loses, say, l/n of the useful information con- 
tained in n observations by deleting any one of them, any 
attempt to achieve data compression in this case is useless. 

In those instances where the data are to be used to 
draw statistical conclusions from a histogrum, it may be 
possible to achieve significant amounts of data compres- 
sion with only a small loss of useful information by trans- 
mitting a small number of sample quuntiles instead of all 
the sample values when the sample size is large. The 
sample quantiles can then be used to perform the identi- 
cal statistical analyses for which the histogram was orig- 
inally intended. 

The uncertainty that invariably accompanies statistical 
conclusions usually decreases as the sample size increases 
when standard statistical techniques are used. Because 
the variances of sample quantiles are, asymptotically, 
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inversely proportional to the sample size n, the same 
reduction in uncertainty, when n is increased, follows 
from the use of these order statistics as from the use of 
nonordered ones. Thus, the principal advantage of a large 
sample size is not sacrificed by this form of data compres- 
sion. Consequently, an investigation into the use of sample 
quantiles to achieve data compression of space telemetry 
has been in effect for several years at the Jet Propulsion 
Laboratory (JPL) and is still continuing. 

Previous results of this investigation are given in three 
JPL Technical Reports, Refs. 1, 2, and 3. Reference 1 
deals with the problem of efficiently estimating the 
parameters of a normal distribution, using up to 20 
quantiles, and also describes two goodness-of-fit tests, 
each using four quantiles. References 2 and 3 are con- 
cerned with hypothesis testing and the estimation of the 
correlation coefficient of a bivariate normal distribution, 
using up to four sample quantiles. The present report 
extends most of the results derived in Refs. 2 and 3 to 
six and eight quantiles. 

For comparison purposes, the test designations here 
will be the same as those in Refs. 1-3. 

In Tests A and A, it is assumed that we are given n 
independent observations from a normal population; the 
tests are designed to decide whether the mean, p, has 
a value of pl or pz. In Test A, the variance, u2, is assumed 
to be known, while in Test x, no such assumption is made. 

In Test B, we test whether has a value of ul and u2. 
When an even number of quantiles are used, it is not 
necessary to assume that p is known. 

In Tests D, E, and E, it is assumed that we are given 
sets of independent sample values taken from two inde- 
pendent, normally distributed populations, with means 
pl and pz and variances U: and 0%. In Test D, it is assumed 
that u =I u1 = u2 is known and p1 is unknown, and we test 
whether p2 = pl or pz = pl + e, e # O .  In Test E, the 
assumption that u is known is not used. In Test E it is 
assumed that p = pl = p2 is unknown, u1 is unknown, 
and we test whether uz = u1 or u2 = Bu,, 6’ > 0. 

- 
In Tests F and F, we are given n independent pairs 

of observations taken from two normally distributed 
populations. In Test F, we assume that pl, pz, u1, and 2 
are known and test whether p = 0 or p # O .  In Test F, 
we assume that both p = pl = pz and u = u1 = U, are 
unknown and again test whether p = 0 or p ;f. 0. 

In estimating p, it will first be assumed that the con- 
ditions of Test F hold. This estimator will be denoted 
by f i l l .  For the second estimator, p^z, it will be assumed 
that p = pl = p2 is unknown and that u1 and uz are 
known. 

Table 1 summarizes the hypotheses and assumptions 
above. The statement “g ( x )  = N (p, v)” will mean that 
the random variable under consideration is normally 
distributed with mean p and variance u2 and has the 
density function g ( x )  associated with it. 

The power functions Po of the quantile tests are 
derived, and the power function P’, of the best test using 
all the sample values will also be given. The efficiencies 
of the quantile tests, defined as P,/P‘,, are determined. 
The efficiencies, var (r)/var (phi) and var (r)/var (A) of 
and fi2, respectively, are also determined for the special 
case p = 0, where r is the sample correlation coefficient. 

Test Ai will denote Test A using d quantiles, Test 
will denote Test using i quantiles, and so on. In all 
cases, the sample sizes are assumed to be large (7200). 

The efficiency of a test is a measure of the loss of 
information that results from applying the test using a 
test statistic other than the one that maximizes the power 
of the test. For each of the tests discussed in this report, 

Table 1. Hypotheses and assumptions relating 
to the tests, and assumptions relating 

to estimating pl and pz 

I f~~~~~~ I Assumptions I rest I Null hypothesis 

Estimating PZ n I UI and uz known 
pl = .UZ I.C unknown I 
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it is well known that the test statistic that maximizes the 
power of the test is a function of all the sample values. 
By using test statistics that are, instead, functions of a 
small number of sample quantiles, a large data compres- 
sion ratio naturally results when the sample size is large. 
However, the important question still remains as to how 
much information is lost by this substitution. The follow- 
ing is a summary of the minimum efficiencies of each test 
for a sample size of UH) and a significance level of 0.01. 
Details are given in the appropriate tables. 

The efficiencies of Tests A and depend upon 
p 2  - p1/a. The minimum efficiencies for Test A are 0.955 
using six quantiles and 0.971 using eight quantiles. The 
minimum aciencies for Test are 0.938 using six 
quantiles and 0.955 using eight quantiles. 

The efficiencies of Test B depend upon u,/u,. The 
minimum efficiencies for Test B are 0.875 using six 
quantiles and 0.907 using eight quantiles. 

The efficiencies of Tests D and 5 depend upon O/U. 
The minimum efficiencies for Test D are 0.954 using six 
quantiles and 0.971 using eight quantiles. The minimum 
efficiencies for Test f, are 0.946 using six quantiles and 
0.963 using eight quantiles. 

The efficiencies of Test E depend upon 0, and the 
minimum efficiencies are 0.873 using six quantiles and 
0.901 using eight quantiles. 

The efEciencies of Tests F and F depend upon p. The 
minimum aciencies for Test F are 0.920 using six 
quantiles and 0.949 using eight quantiles. The minimum 
efficiencies for Test F are 0.905 using six quantiles and 
0.933 using eight quantiles. 

The efficiencies of Pl are 0.869 using six quantiles and 
0.895 using eight quantiles, while the efficiencies of c2 
are 0.862 using six quantiles and 0.886 using eight 
quantiles . 

The summary above is a clear indication that the high 
data compression ratios that can be achieved by using 
six and eight quantiles instead of all the sample values 
for the tests and estimators of p are not accompanied by 
an excessive loss in information. 

II. Review of Quantiles 

To define a quantile, consider a sample of n inde- 
pendent sample values, xl, xz, . . . , x,, taken from a 

distribution of a continuous type with distribution func- 
tion G(x) and density function g(x) .  The pth quantile, 
or the quantile of order p of the distribution or popula- 
tion, denoted by [z, is defined as the root of the equation 
G (cz) = p ;  that is, 

p = 1'' dG ( x )  =/" g ( x )  dx 
-m -m 

The corresponding sample quantile z, is defined as fol- 
lows: If the sample values are arranged in nondecreasing 
order of magnitude 

then x ( i )  is called the ith order statistic and 

where [np] is the greatest integer F np. 

If g ( x )  is differentiable in some neighborhood of each 
quantile considered, it has been shown (Ref. 4) that the 
joint distribution of any number of quantiles is asymp- 
totically normal as n+ 00 and that, asymptotically, 

where p12 is the correlation between zpl and zp2 and where 
Pl < Pz. 

Throughout this report we will denote by F ( x )  and 
f ( x )  = F' ( x )  the distribution function and density func- 
tion, respectively, of the standard normal distribution; 
that is, 

where 

1 
f(x) =-exp(-%xZ) 

(2dU 
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Denoting by tp the pth quantile of the standard normal 111. Tests A and & Testing the Mean of a Normal 
Distribution Using Six and Eight Quantiles distribution, one has 

Hence, one sees that, asymptotically, 

A. Test A6 

We test here the simple null hypothesis 

against the simple alternative hypothesis 

so that the moments of the sample quantiles of normal 
distributions are expressible in terms of the standard 
normal distribution. When m quantiles are being con- 
sidered, the sample quantiles will be denoted as x i  of 
order pi, i = 1,2, , m, and pi < pi for i < i. Here 
[i will denote the corresponding population quantiles of 
the standard normal. Since n is assumed to be large, the 
statistical analyses to be given in the sequel will be based 
on the asymptotic normal distribution of the sample 
quantiles. 

* 

Let zi, i = 1,2, - * ,6, denote six sample quantiles 
such that pl + p6 = p 2  + p5 = p3 + p4 = 1. using these 
six quantiles for the test, it is easy to deduce from pre- 
vious results obtained using one and two pairs of sym- 
metric quantiles that the best critical (or rejection) region 
is that for which 

where 2 (a1 + aZ + a3) = 1. We determine k such that, 
under Ho, pr (y 2 k) = E ,  the significance level of the 
test. Under Ho, 

where To determine the value of k, one has, for p2 > pl, under 

and p i i  denotes the correlation between zi and zj. Under 
Hl, 

2 2  
var (y6) = n y: lc = (:- u y l b  + pl 
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The power function Po of the test is determined as fol- 
lows: under HI, 

Therefore, Test A, can now be stated as follows: if 

0.0968 [ z  (0.0540) + z (0.9460)] 

= 1 - P o  1) 

+ 0.1787 [ z  (0.1915) + z (0.8085)] 

+ 0.2245 [ z  (0.3898) + z (0.6102)l 

From Eq. (1)' it can be seen that in order to maximize Po, 
the values of the cui (subject to the condition 2 E;=, ai = 1) 
and the orders of the quantiles should be chosen so as 
to minimize yl. From the results given in Ref. 1 relating 
to parameter estimation, these values are 

accept Ho. Otherwise, reject Ho. The decision will be 
made at a significance level of E = 1 - F (b). 

B. Test x 6  

In this test we are assuming that (T is unknown. Hence, 
a rejection region of the form defined by Ineq. (2) cannot 
be used because of the dependence on U. However, since 
an estimate of u can be obtained using six quantiles of the 
form 2 = c (z6 - z1 + z5 - zz + 2 4  - z3), we can substi- 
tute o^ for u in Ineq. (2), which results, for p z  > pl, in a 
rejection region of the form 

pl = 0.0540 p6 = 0.9460 a1 = 0.0968 

pz = 0.1915 p5 = 0.8085 a2 = 0.1787 

p3 = 0.3898 p4 = 0.6102 a3 = 0.2245 

Using these values, one has 8 6  = (a1 + (Y) 21 + (011 - a) z6 + (ff2 + a) z2 + ( a 2  - a) 2 5  

f ( a 3  + " ) 2 3  f (ff3 - a)z4 > pl (3) 
1.0228bu 

ns where a must be determined such that the probability 
of Ineq. (3) occurring is equal to E when u is unknown. 
Under H,, 

k = p l +  

U 

1.0228bu 
ng 

k = p I -  

where 
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and p i j  denotes the correlation between zi and X j ;  

It is thus seen that the probability of Ineq. (3) occurring is indeed independent of U, and the orders of the sample 
quantiles are subject only to the restriction that 

*2 = > O  

To determine Po, one has, under HI, 

Although if one uses in Test A6 the quantiles and values 
of the ai which maximize the power of Test A, the result 
will not be strictly optimum, it is shown in Ref. 3 that 
when this procedure was adopted in the two-quantile 
case, the loss in power was negligible. Hence, we will con- 
tinue this practice in Test & and Test &. Thus, using in 
Test x 6  the same quantiles and values of the  CY^ as were 
used in Test AG, one has 

F (b) = 1 - E 
bz 

29.1169n - 18.6964b2 ' 
a2 = 

(4) 

and one sees that even for moderate sample sizes, a2 > 0 
for all realistic values of E .  Since C4, c5, and 5 6  are all posi- 
tive and, for the usual small values of E ,  b 2 0 when 
p 2  2 pl, the positive root of a2 must be used when p2 > pl 
and the negative root used when p 2  < pl. Thus Test A6 

can now be stated as follows: if 

i j 6  = (0.0968 +a) Z (0.0540) + (0.0968 qa) Z (0.9460) 
+ (0.1787 +a) z (0.1915) 
+ (0.1787 TCY) z (0.8085) + (0.2245 fa) z (0.3898) 

+ (0.2245 TU!) x (0.6102) 

5 PI, Pz 2 PI 

accept H,. Otherwise, reject H,. Here a2 is given by 
Eq. (4). 

To compare the efficiency of Test A, and Test x 6 ,  we 
take, as an example, n = 200 and E = 0.01. The power 
functions of the tests then become 

Po (Test A,) = 1 - F 
U 

The power function Pi  of the best test using all the sample 
values is given by 

1 - F 2.326 - 
U 

If one compares the co&cient of ( p 2  - yl)/o in Po 
(Test x6) with that in Po (Test &), it is readily seen that 
the loss in power by using in Test A, the quantiles and 
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values of ai which maximize Po (Test A,) is indeed negli- 
gible for n = 200. Under the best of circumstances the 
codcient in Po (Test &) must always be less than that in 
Po (Test AJ; the fact that they are, under these condi- 
tions, almost identical is a strong indication that Test &, 
as given, is very near optimum. 

PO Efficiency 

Test Ao 

Table 2 gives the power and &ciency of Test A, and 
the &ciency of Test x 6  for n = 200 and E = 0.01. The 
dciencies of both tests are always greater than 0.93. 

Test As, 
Efficiency - I  

Table 2. Power and efficiency of Test A, and 
efficiency of Test x6 for n = 200, E = 0.01 

0.9681 

0.955 1 

0.9564 

0.9677 

0.9822 

0.9933 

0.9984 

0.9564 

0.9381 

0.9397 

0.9550 

0.9750 

0.9903 

0.9976 

I I I 0.01 I 0.0143 0.9924 0.985(6 

I 

0.05 

0.10 

01.5 

0.20 

0.25 

0.30 

0.35 

0.0510 

0.1727 

0.4005 

0.6698 

0.8709 

0.9658 

0.9940 

C. Tests A, and & 
The procedure in Tests A, and & is identical with those 

used in Tests A, and x,. Let xi, i = 1,2, - ' , 8, be eight 
sample quantiles such that pl + p8 = p 2  + p7 = p3 + p s  = 
p4 + p5 = 1. For Test A, the rejection region 

y s  = dl (21 + z,) + a2 (2, + 2,) + a3 (x3 

Pz 2 PI + a 4  (24 + ~ 5 )  2 k, 

is given by 

f z6) 

The value of k and the power function are again given by 

k = t y30 b, P2 2Pl 

where 

and p i l  denotes the correlation between xi and xi. The 
orders of the quantiles and the values of the ai which 
maximize Po are 

pl = 0.0310 p, = 0.9690 011 = 0.0559 

p2 = 0.1154 p7 = 0.8846 ff2 = 0.1119 

p3 = 0.2481 p6 = 0.7519 a3 = 0.1550 

p4 = 0.4126 p5 = 0.5874 014 = 0.1772 

Using the values above, one obtains 

Test A, can now be stated as follows: if 

y8 = 0.0559 [x (0.0310) + x (0.9690)] 

+ 0.1119 [x (0.1154) + x (0.8846)] 

+ 0.1550 [ z  (0.2481) + x (0.7519)] 

3.0.1772 [x (0.4126) + z (0.5874)] 

1.0142bu 5 Pl f &! ' 8PZ 2 P-1 

accept H,. Otherwise, reject H,. 

In Test x8, the rejection region is of the form 



for p 2 ' 2  pl, where 

The power function for p2 > pl is given by 

) , F (b) = 1 - E 
nx pz - p1 P 0 = 1 - F  b - - -  ( 

where 

Using in Test A, the quantiles and values of the ai used in Test A, gives 

b2 
az = 

61.1625~~ - 35.8901b' 

Test x, can now be stated as follows: if 

Fs = (0.0559 &a) Z (0.0310) -k (0.0559 Tff) Z (0.9690) + (0.1119'kCr) Z (0.1154) + (0.1119 Ta) X (0.8846) 
+ (0.1550 +a) z (0.2481) + (0.1550 q=a) x (0.7519) + (0.1772 +a) z (0.4126) + (0.1772 ~ a )  x (0.5874) 

5 Ply 4% 2 PI 

accept H,. Otherwise, reject H,. Here a2 is given by Eq. (5). 

For n = 200 and E = 0.01, the power functions of Tests A, and X S  are given by 

Po (Test AS) 1 - F 2.326 - 13.943 - 
U 

P' > PI 
Po (Test &) = 1 - F 2.326 - 13.832 - 

U 

Table 3 gives the power and efficiency of Test A, and the efficiency of Test A, for n = 200 and E = 0.01. The dc ien-  
cies of both tests are always greater than 0.95. 
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Table 3. Power and efficiency of Test A8 and 
efficiency of Test 5, for n = 200, E = 0.01 

0.01 

0.05 

0.10 

0.15 

0.20 

0.25 

0.30 

0.35 

Test & 

P O  

0.0144 

0.0516 

0.1756 

0.4071 

0.6780 

0.8769 

0.9683 

0.9947 

Efficiency 

0.9952 

0.9799 

0.9713 

0.9723 

0.9796 

0.9889 

0.9959 

0.9990 

- 
Test As, 

Efficiency 

0.9924 

0 . 9 6 ~  

0.9555 

0.9568 

0.9680 

0.9824 

0.9933 

0.9984 

IV. Test B: Testing the Standard Deviation of a 
Normal Distribution Using Six and 
Eight Quantiles 

Since u was assumed to be the same in both hypotheses 
of Test A, the test statistics turned out to be linear func- 
tions of the sample quantiles. As a result, the best tests 
using quantiles were all one-sided. In the present test, 
however, we wish to discriminate between u = u1 and 
a = a2 and, as a consequence of using pairs of symmetric 
quantiles, it is not necessary to assume that p is known. 
Moreover, it will be seen that the best tests using quan- 
tiles are not one-sided, but it will be shown that these can 
be closely approximated by a one-sided test with a negli- 
gible loss in power. Consequently, only these one-sided 
tests will be given. 

We test the simple null hypothesis 

against the simple alternative hypothesis 

H1: g (x) '= gz (x )  = N (p, uz) 

where p is not necessarily known and where 

Let x i ,  i = 1,2, . - . ,z6, denote six sample quantiles 
such that pl + 736 = pz 4 p5 = p3 + pa = 1. From previous 
results we can deduce that one should base the test on 
the statistic 

where 2 (a1 ( 6  + a2 
the best critical region, for aZ > ul, is given by 

+ as c4) = 1. We also deduce that 

where k is determined such that the probabilty of Ineq. (6) 
occurring is equal to E .  

To determine k and Po, one has, under HQ, 

where 
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and p i i  is the correlation between zi and zi; 

< y 6 < k + -  pr [ ( y6 - ""'->' < k2] = pr [ - k + - UlV2 

@l + 0 2  Ul + @2 

Under H,, 

Theoretically, the values of b and c depend upon and u2 as well as upon E .  However, if one determines the value 
of b in Eq. (7) by the relation F (b) = 1 - E and neglects as negligible the second term of the left-hand side of Eq. (9), 
Po will be a maximum if the orders of the quantiles and the values of the ai are chosen so as to minimize ys. These values 
are known to be 

pl = 0.0104 p6 = 0.9896 a1 = 0.0549 

p. = 0.0548 p5 = 0.9452 a2 = 0.1244 

ps = 0.1696 p4 = 0.8304 a3 = 0.1825 

For these values, Eq. (9) becomes 

Now, noting from Eq. (8) that 

2 
c = - b +  
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one has, for the argument of the last term of the right-hand side of Eq. (lo), 

1 

I+- 
- c - 1.3363ns - 2.6726ns - ul( c 2  u2)-1.3363nG( 1-2) - 0 1  
a2 

iJ1 

4- - u1 b - 0.8248 ns < - 0.8284 ng 
a2 

(since b > 0 for small values of E ) ,  a result obtained by maximizing 

- 2.6726 ns ?(-) 1 - 1.3363 n s  ( 1 - 2) 
u 2  0 2  lf- 

over all values of a2/crl > 1. If n 7 200, then 

- 1.3363~1% 1 -- < F(-11.715) S O  (, 
and hence contributes nothing to the power of the test, verifying the negligibility of this term. If one determines b by 
the relation F(b) = 1 - E ,  the test then becomes the best one-sided test and has the advantage of being indepen- 
dent of u;. 

In effect we have set c = - co when u2 > ul. For u2 < ul, since the rejection region becomes 

one has 

For this case, we determine b’ such that F (b’) = E ,  resulting in b’ = - b, c‘ = c = - co , and 

The best one-sided Test B6 can now be stated as follows: if 

= 0.0549 [X(0.9896) - 2(0.0104)],+ 0.1244 CZ(O.9452) - Z (0.0548)] f 0.1825 [X (0.8304) - Z(O.l696)] 

accept H,. Otherwise, reject Ho. 
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With respect to Test B8, let zi, i = 1,2, . . . , 8, denote eight sample quantiles such that pi + p8-++1 = 1, i = 1,2,3,4. 
The test statistic and best rejection region for this test are given by 

Under H,, 

25: 
n Y f  

- -- 

where 

and p i j  is the 

As in Test 
the quantiles 

correlation between zi and zj.  Under Hi, 

E ( ~ s )  = 0 2  

2az 
var (YS) = yf 

B6, we determine b by the relation F (b) = 1 - E,  for u2 > u17 and F (-b) = E for u2 < u1. The orders of 
and the values of the ai which maximize the power of this one-sided best test are given by 

pl = 0.00549 p8 = 0.99451 = 0.0307 

p2 = 0.0286 p7 = 0.9714 , a2 = 0.0730 

p3 = 0.0851 p63 = 0.9149 cy3 = 0.1168 

p4 = 0.2017 p5 = 0.7983 a4 = 0.1477 

Using these values, the power functions of the test are given by 
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Test B, can now be stated as follows: if 

ys = 0.0307 [Z (0.99451) - z (0.00549)] +0.0730 [Z (0.9714) - z (0.0286)] 
+ 0.1168 [ X  (0.9149) - z (0.0851)] + 0.1477 [ X  (0.7983) - z (0.2017)] 

accept No. Otherwise, reject H,. The form of the power functions P’, (Test B) are identical with those of Test B, and 
Test B8. The co&cient of (+-1 T al/u2) is (2n)U. Table 4 shows P’, (Test B) and the aciency of Test B6 and Test B8, 
for n = 200 and E = 0.01. 

We used symmetric quantiles in Test A because they have been shown io be the optimum spacing for estimating the 
mean of a normal distribution with an even number of quantiles. Although the use of symmetric quantiles for Test B 
has not yet been proved to be the optimum procedure, we have used them because we conjecture that this is the opti- 
mum thing to do, and also because the tests can be performed with no knowledge of p .  

Table 4. P’, (Test 8)  and efficiency of Tests 86 
and Bs for n = 200, E = 0.01 

known. Sample sizes n, and n, are assumed, where n, and 
n2 are both large (7200). 

0.80 

0.85 

0.90 

0.95 

0.99 

1.01 

1.05 

1.10 

1.15 

1.20 

1.25 

1.30 

P: (Test B1 

0.981 8 

0.7860 

0.3584 

0.0813 

0.0159 

0.0 1 76 

0.1033 

0.3834 

0.7210 

0.91 84 

0.9838 

0.9976 

Efficiency I 
Test Bs 

0.9833 

0.9225 

0.8755 

0.8968 

0.9742 

0.9733 

0.91 17 

0.9018 

0.9304 

0.9658 

0.9885 

0.9973 

Test B8 

0.9886 

0.9439 

0.9068 

0.9233 

0.9792 

0.9801 

0.9343 

0.9274 

0.9492 

0.9756 

0.9920 

0.9982 

V. Tests D, b, and E: Two-Sample Tests 

A. Tests D6 and 

In this section, it is assumed that we are given sets of 
independent sample values taken from two independent, 
normally distributed populations with density functions 
gl ( x )  and g, (y) and consider the test 

For Test D, we assume that u is known and JA is unknown, 
while in Test E, we assume that both p and u are un- 

Beginning with Test De, let zi, i = 1,2, . . * ,6, be six 
sample quantiles of the first sample, such that pl + p6 = 
p2  + p 6  = p ,  f p 4  = 1, and let z: be the corresponding 
sample quantiles of the second sample. Form 

i=1 ,2 ,  . . . , 6  w .  = 2 .  - z! z z 2, 

The test will be made on the statistic given by the linear 
combination 

where 2 z;=, 
which 

= 1. The best rejection region is that for 

y6 5 k, 9 2 0  

Under H,, 

E (y6) = 0 

For 6 < 0, 
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Under HI, power of Test A6, namely, 

k + e  
pr(yi < k) = F 

nl n2 

1 

pz = 0.1915 p 5  = 0.8085 a2 = 0.1787 

p3 = 0.3898 p4  = 0.6102 a3 = 0.2245 

Through the use of these values, Eq. (11) becomes 

The power of the best test is given by 

= l - P p ,  111) ~ 

, I  

The order of the quantiles and the values of the ai which - 
maximize Po are the same as those which maximize the Test D6 can now be stated as follows: if 

ye = 0.0968 [X (0.0540) - Z’ (0.0540) + z (0.9460) - Z’ (0.9460)] 

+ 0.1787 [X (a.1915) - Xp(o.i9i5) + z (0.8025) - z’ (0.8025)l 

+ 0.2245 [ X  (0.3898) - ~’(0.3898) + x (0.6102) - Z’ (0.6102)] 

accept H,. Otherwise, reject H,. 

The procedure for Test 5 6  is similar to that employed 
for Test &. The test statistics and rejection regions are 
given by 

Under H1, 

Under Ho, 
Using in Test E6 the same quantiles and values of the ai 

as were used in Test Dg, one has 

bZ 

116.4672 -%!% - 18.6964b” 
nl + nz 

q 2  = 
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and if one sets n, = n, = 200 and E = 0.01, the power functions of Test D, and Test are given by 

Test i j 6  can now be stated as follows: if 

v 6  = (0.0968 +a) [ Z  (0.9460) - Z' (0.0540)] + (0.0968 qza) [ Z  (0.0540) - Z' (0.9460)] 

+ (0.1787 +-a) [ Z  (0.8025) - d(0.1915)] + (0.1787 ~ a )  [ Z  (0.1915) - X' (0.8025)] 

+ (0.2245 +-a) [ Z  (0.6102) - Z' (0.3898)] + (0.2245 ~ a r )  [ X  (0.3898) - Z' (Q.6102)~] 

? 0, 0 3 0  

accept H,. Otherwise, reject H,. 

6. Tests D8 and E8 

Let zi, i = 1,2, . * . ,8, be eight sample quantiles of the first sample such that zi + &i+l = 1, and let z!, be the 
corresponding sample quantiles of the second sample. For Test D8, the test statistic and rejection regions are given by 

Under H,, 

E (YS) = 0 

Under HI, 

9 2 O , F ( b )  = 1 - E 
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The order of the quantiles and the values of the ai which maximize Po are given by 

pi 0.0310 p8 = 0.9690 = 0.0559 

~2 0.1154 p7 = 0.8846 a2 = 0,1119 

p3 = 0.2481 p6 = 0.7519 a3 = 0.1550 

p4 = 0.4126 p5 = 0.5874 a 4  = 0.1772 

Through the use of these values, Eq. (12) becomes 

Test D8 can now be stated as follows: if 

yg = 0.0559 [Z (0.0310) - Z' (0.0310) + x (0.9690) - Z' (0.9690)] 

+ 0.1119 [Z (0.1154) - ~'(0.1154) + x (0.8846) - Z' (0.8846) J 

+ 0.1550 [ X  (0.2481) - Z' (0.2481) + z (0.7519) - Z' (0.7519)] 

+ 0.1772 [Z (0.4126) - X' (0.4126) + z (0.5874) - X' (0.5874)] 

accept H,. Otherwise, reject H,. 

In Test i38, the test statistics and rejection regions are given by 
4 - 

ys = 2 (ai +a) (XS-i+l  - 2:) + (ai T") ( X i  - Z)8-ic1) 5 0, 6 2 0  
i=l 

Under H,, 

Under HI, 
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- 
using in Test 7 5 8  the sample quantiles and values of the 
ai that were used in Test D,, one has 

C. Tests E6 and E, 

The hypotheses of these tests are given by 

Test De Test b,, 
Efficiency Efficiency 

P0 
l e d  

0.01 0.0129 0.9938 0.9931 

0.05 0.0331 0.9752 0.9708 

0.10 0.0887 0.9603 0.9535 

0.15 0.1 949 0.9539 0.9460 

0.20 0.3552 0.9546 0.9467 

0.25 0.5467 0.9610 0.9541 

0.30 0.7278 0.9708 0.9655 

0.35 0.8632 0.9813 0.9778 

var(y6) = - n. [2(1+ a)2+: + 2(1-  $uzy:] 

- - 4 (1 + a?) a2y; 

n 

1 P r ( 5  < 0) = .[ 2 ( 1 +  a2)%oys 

-2u ng 

-n% ] = F(-b) = E  

[(I + a2)%y5 
= F  

Test DS Test 6, 
Efficiency Po Efficiency 

Ie/4 
0.01 0.01 30 0.9962 0.9954 

0.05 0.0334 0.9844 0.9799 

0.10 0.0901 0.9752 0.9682 

0.1984 0.971 1 0.9629 

0.9636 

0.15 

0.20 0.3615 0.9717 

0.25 0.5551 0.9758 0.9689 

0.30 0.7362 0.9819 0.9767 

0.35 0.8696 0.9885 0.9851 
L 
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Under H,, 

E(y6) = (1 + a), + (1- C y ) & =  u[1 + a  + e(1 -a)] 

2 2  
var ( g 6 )  = ---4 [(l + a)z + (1 - P I  

} = P o  

} 
- [ l + a +  d ( l - a ) ] n ~  

2% y5 [(I + a)’ + (1 - a)’]% 

-b (1 + a’)% [l + a + 6 (1 - a)] 

< 0) = F {  

= F {  2% [(I + + (1 - a)2 e.]% 



As in Tests E, and E,, we will use in Test E6 the orders of the quantiles and values of the ai which minimize the 
variance of the quantile estimator of u from a single set of sample values, namely, 

pl = 0.0104 ps = 0.9896 a1 = 0.0549 

p, = 0.0548 p5 = 0.9452 a, = 0.1244 

p3 = 0.1696 p4 = 0.8304 a3 0.1825 

Through the use of these values, Eq. (13) becomes 

3.5173 n 
(YZ = -1 b2 

Now, for e > 1, since b > 0, Po will increase as e increases from e = 1 if (Y > 1, and for 0 < 1, Po will increase 
as 6' decreases from B = 1 if a < -1. From Eq. (14) one sees that for realistic values of E and even moderate values 
of n, 2 > 1. For example, for n = 200 and E = 0.01, 01, = 131.018. Thus, for 9 > 1, one uses the positive root of 
Eq. (14) and, for 6 < 1, one uses the negative root. 

Test E6 can now be stated as follows: if 

j j e  = (1 +-. a) (0.0549 [ Z  (0.9896) - z (0.0104)] + 0.1244 [Z (0.9452) - z (0.0548)] + 0.1825 [ Z  (0.8304) - z (0.1696)]} 

+ (1 a) (0.0549 [~'(0.9896) - ~'(0.0104)] + 0.1244 [~'(0.9452) - ~'(0.0548)] + 0.1825 [~'(0.8304) - ~'(0.1696)]} 
> 0, 0 3 1  

accept H,. Otherwise, reject H,. Here a2 is given by Eq. (14). 

If n, # n,, CL is determined by the relation 

(15) 

Then the positive root of Eq. (15) is used for 0 > 1 and the negative root is used for B < 1. 

With respect to Test E8, let zi, i = 1,2, . . . ,8, denote eight sample quantiles of the first sample such that pi + p8-i+l = 1, 
and let z{ denote the corresponding sample quantiles of the second sample. The test statistic for the test is given by 

where 

The rejection region is given by g8 < 0. Omitting the details, which are analogous to those of Test E6, for 
n, = n2 = tz, (Y is determined by the relation 
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where F (b) = 1 = E .  The orders of the quantiles and the values of the ai used in the test are given by 

1.025 

1.05 

1.10 

1.15 

1.20 

1.25 

1.30 

1.35 

1.40 

PI = 0.00549 p8 = 0.99451 a1 = 0.0307 
p2 = 0.0286 p7 = 0.9714 az = 0.0730 

p 3  = 0.0851 p 6  = 0.9149 a3 0.1168 

p ,  = 0.2017 p 5  = 0.7983 a* = 0.1477 

0.0240 0.9433 

0.0509 0.9069 

0.1640 0.8735 

0.3635 0.8750 

0.5995 0.8975 

0.7976 0.9267 

0.9168 0.9572 

0.9724 0.9789 

0.9925 0.991 4 

Through the use of these values, Eq. (16) becomes 

1 a2=-- 
3.6817n 

b" 

Since the positive root of Eq. (17) is used for tl > 1 and the negative root used for 19 < 1, Test E8 can now be stated 
as follows: if 

- yI8, = (1 -+ a) (0.0307 [X (0.99451) ?- x (0.00549)] + 0.0730 [X (0.9714) - x (0.0286)] 
+ 0.1168 [X (0.9149) - x (0.085l)l + 0.1477 [X (0.7983) - x (0.2017)]} 
+ (1 T a)  (0.0307 [x' (0.99451) - ~'(0.00549)] + 0.0730 r~'(O.9714) - ~'(0.0286)] 
+ 0.1168 [~'(0.9149) - Z' (0.085l)l + 0.1477 [x' (0.7983) - X' (0.2017)]} 
> 0, e21 

accept H,. Otherwise, reject H,. 

The power function of Test 8 8  is identical in form with 
that of Test E6 and is given by 

-b(l +a2)%[1+a+B(1-a)] 
2% [(I + .)z + (1 - e 2  1% Po = F {  

If n, # n2, a is determined by the relation 

The positive root of Eq. (18) is used for 0 > 1 and the 
negative root is used for 6 < 1. 

The power function PG of the best test using all the 
sample values is given (Ref. 2, p. 27) by 

It is readily seen that Pt (e) = Pi (lp) and Po (e) = Po (lp) 
in Tests E, and E8. 

Table 7 - shows Pt (Test E) and the &ciency of Test E6 
and Test E8, for n, = n, = 200, E = 0.01. 

Table 7. P; (Testg) and efficiency of Tests& 
and for n, = nz = 200, E 0.01 

0.9563 

0.9263 

0.9013 

0.9038 

0.9225 

0.9453 

0.9688 

0.9850 

0.9940 
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VI. Tests F and F: Tests of Independence and by means of the linear transformations 
Estimation of the Correlation 
Coefficient P 

A. Statement of the Problem 

Given a set of n independent pairs of observations 
(xl, y l ) ,  (xr ,  q2), * . . , (xn, yn) taken from two normally dis- 
tributed populations with means pl and p2 and variances 
u1 and uZ, one is often interested in the answers to the 
following two questions: 

(1) Can we assert that the set of observations 

is independent of the set of observations 

(2) What can be said about the correlation between 
them, if any? 

2% 
2 0% = - ( - x i  + V i )  

It is easily verified that, under Ho, 

E (ui) = E ( ~ i )  = 0 

var (ui) = var (ui) = 1 

E ( u i ~ i )  = 0 

and, under HI, 

E (ui) = E (vi) = 0 

var(ui) = 1 + p, var (vi) = 1 - p 

E (uivi) = 0 

To answer the first question, the problem of testing the 
null hypothesis Therefore, the set of values {ui}  is independent of the set 

of values {ui} under both hypotheses. Tests F6 and F, 
and will be based on the quantiles of the transformed 
sets of variable {ui} and {ui}, which are all normally 
distributed. 

Ho: g,(x) = N (PI, Ul), gz (Y) = N (Pz, 4, p = o  

against the alternative hypothesis 

Beginning with Test F,, let zi, i = 1,2, . . ,6, be six 
sample quantiles of the {ui} such that pl + p6 = p 2  4- p s  = H1: g1(x) = N (Pl, Ul), g2 (y) = N (PLZ,@Z), P # O  

p3 + p 4  = 1, and let 2: be the corresponding sample quan- 
tiles of the Will be considered under two different assumptions. In 

Test F, since we will assume that the means and variances 
are known, we can, without loss of generality, assume stan- 

In Test Y we will assume that ,U = pl = J*.? and u = u1 = uz 
are both unknown. 

The test statistic is given by 

dard normal distribution, that is, pl = p2 = 0, u1 = a2 =l. y6 = a1 [& - d - (Zl - d ) ]  + a 2  [&i - d - (& - d>]  

+ a3 I24 - 2: - (2, - 293 
where 2 (a,& + a2& + a&) = 1. The rejection region is 

To answer the second question, unbiased estimators, 
p1 and & of p, will be constructed. For &, the assump- 

that p. = pl = p 2  is unknown and that u1 and u2 are known 
and hence can be put equal to 1. 

tions of Test F will be retained. For &, we will assume y6 2 k, P k O  

Under Ho, 

B. Tests F6 and F8 and Estimators pl E ( Y S )  = 

At this point, it is necessary to form two new sets of 
values {ui} and {a i }  from the sample values { x i }  and {yi} 

4yo 
var (y6) = 7 
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For p > 0, 

k n% 
Pr(Y6 < k) = F(-) 275 = F(b) = 1 - E 

Under HI, 

4ry: var (y6) = - 
n 

For p > 0, 

The orders of the quantiles and the values of the ai 
which maximize Po are the same as those which maximize 
Po (Test Bc), namely, 

pl = 0.0104 p6 = 0.9896 a1 = 0,0549 

pz = 0.0548 p5 = 0.9452 a2 = 0.1244 

p3  = 0.1696 p4 = 0.8304 a3 = 0.1825 

Using these values, one has 

1.0583b 
F (b) = 1 - E k = - +  n% ' P 2 07 

Po = F {-b + 0.9449n%[+ (1 + p ) s r  (1 - p ) s ] } ,  

P ? O  

The power functions of the best test using all the trans- 
formed values {ui} and {ui} are given by k - [(I + p ) s  - (1 - p)]" pr(y6 < k) = F 

= l - P o  It is readily seen that Pi (pl) = P6 (-pl) and that 
Po (Pl) = Po (-p1). 

(1 + p)" - (1 - p)% 

- 2 7 5  

nx 

Test F, can now be stated as follows: if 

= 0.0549 [Z (0.9896) - Z' (0.9896) - 2 (0.0104) + Z' (0.0104)] 

+ 0.1244 [ Z  (0.9452) - Z' (0.9452) - z (0.0548) + Z' (0.0548)] 

+ 0.1825 [ X  (0.8304) - Z' (0.8304) - z (0.1696) + Z' (0.1696)l 

1.0583b s-+ nu ' P 2 0  

accept H,. Otherwise, reject H,. 

In Test F8, omitting many of the details, the order of the quantiles and the values of the 01i which maximize the power 
of the test are 

pi = 0.00549 ps 0.99451 011 = 0.0307 

p2 = 0.0286 p7 = 0.9714 = 0.0730 

p 3  = 0.0851 ps = 0.9149 a3 = 0.1168 

p 4  = 0.2017 p5 = 0.7983 014 = 0.1477 

For these values, 

F(b) = 1 - E  
1.04233 

P 2 0 7  n" ' k = _ +  

P 2 0  Po = F { -b  + 0.9594 ns [ & (1 + p)x T (1 - p)"]}, 
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Test F, can now be stated as follows: if 

ys = 0.0307 [ Z  (0.99451) - Z' (0.99451) - Z (0.00549) f Z' (0.00549)] 

+ 0.0730 [ X  (0.9714) - Z' (0.9714) - z (0.0286) + ~'(0.0286)] 

+ 0.1168 [ Z  (0.9149) - Z' (0.9149) - z (0.0851) + Z' (0.0851)] 

+ 0.1477 [~(0.7983) - ~'(0.7983) - z (0.2017) + ~'@.2017)] 

1.04236 
5 A=- P 2 0  ns ' 

accept H,. Otherwise, reject H,. 

Unbiased estimators of p, denoted by Cl, will now be constructed using six and eight pairs of sample quantiles. The 
dciencies of these estimators will be determined relative to the sample correlation coefficient T, the minimum variance 
unbiased estimator of p, given by 

where 

for the special case p = 0. Since the asymptotic variance, var ( r l p  = 0), is l / (n  - 1) (Ref. 5), the efficiency will be 
defined as 

When estimators of p were previously constructed using one and two pairs of sample quantiles, it was shown that 
the use of the optimum quantiles in Test F was very nearly optimum with respect to maximizing the efficiency of the 
estimators. Consequently, this procedure was adopted for estimating p using four pairs of quantiles and will also be 
used here. 

Let xi and xi, i = 1,2, . . . , 6, be defined as in Test F,. Then an unbiased estimator of p using six pairs of sample 
quantiles is given by 

where 
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It is easily verified that E (&) = p. The variance of the estimator is given by 

where p z j  denotes the correlation between zi and zj as well as the correlation between z', and z;. Using the optimum 
quantiles and the values of the used in Test F, results in the following: 

0.0549 { [X (0.0104)]2 + [Z (0.9896)12 - [x' (0.0104)]2 - [x' (0.9896)12} 
+ 0.1244 { [X (0.0548)12 + '[z (0.9452)12 - [~'(0.0548)]~ - [~'(0.9452)]2} 
4- 0.1825 {[~(0.1696)]~ + [~(0.8304)]' - [n'(0.1696)l2 - [~'(0.8304)]~} 

6.6777 
n 

61 = + 3.1143 

1.2947 + 1.4252n 
5.5740 + 5.1991n + 1.2123n2 var (PI 1 p = 0) = 

For n = 200, 

var (PI I p = 0) = 0.005780 

eff (;J = 0.8694 

Now let zi and z;, i = 1,2, . . . ,8, be defined as in Test F,. Then, omitting the details, using the optimum quantiles 
and values of the ai of Test F, results in the following unbiased estimate of p and its variance, using eight pairs of 
sample quantiles: 

0.0307 { [Z (0.00549)12 + [ Z  (0.99451)]' - [~'(0.00549)]~ - [~'(0.99451)]~) 
+ 0.0730 { [X (0.0286)]z + [X (0.9714)]' - [~'(0.0286)]' - [~'(0.9714)]~} 
+ 0.1168 {[~(0.0851)]~ + [ Z  (0.9149)]' - [~'(0.0851)]~ - [~'(0.9149)]~} 
+ 0.1477 { [~(0.2017)]~ + [X (0.7983)]' - [~'(0.2017)]~ - [~'(0.7983)]~} 

7.2993 
n 

;1 = + 3.1397 

1.3135 + 1.4097n 
6.6599 + 5.7194n+ 1.2322n2 var(clIp = 0) = 

For n = 200, 
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vm ($1 I p = 0) = 0.005615 

eff ( f f )  = 0.8949 
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C. Tests F6 and r8 and Estimators p*2 

formations 
Under the assumptions of Test i?, the linear trans- 

2% 
2 Ui = -(xi + Vi) 
2% 
2 vi = - ( - x i  + yi) 

give the following results: 

Under H,, 

E ( ~ 2 )  = p 2%, E (0:) = 0 

var (ui) = var (vi)  = u2 

E ( ~ i ~ i )  = 0 

Under H,, 

E ( ~ i )  = u 245, E (0%) = 0 

var (ui) = u2 (1 + p), var (v i )  = a2 (1 - p) 

E ( ~ i ~ i )  = 0 

Now let xi,  i = 1,2, * ,6, be six sample quantiles of 
the {ui} such that pl + p6 = p z  -I- p5 = p 3  + p a  = 1 and 
let 4 be the corresponding quantiles of the {ui}. To e h -  
inate dependence on p and a, the statistic that will be 
used for the test is given by 

where 2 (a1& + a Z g 5  + a,<,) = 1, and the rejection region 
Will be taken as i j 6  < 0. 

Under H,, 

4(1 + 2) 
var (i&) = 034 n 

where F (b) = 1 - E and 

Under H,, 

-b  (1 + a')% [(l + a) (1 + p)% + (1 - a) (1 - p)%] 
pr(&<O) = F[ 2(1 + 2 a p  + 2)s 

If one uses in Test P6 the same quantiles and values of the ai as were used in Test F,, Eq. (19) becomes 

1 a 2 = - -  
3.5173n 

b2 

In order to maximize Po, it can be seen that the negative root of a2 should be used for p > 0 and the positive root for 
p < 0. Thus Test F6 can be stated as follows: if 

- 
y6 = (1 T a) (0.0549 [ X  (0.9896) - X (0.0104)] + 0.1244 [ Z  (0.9452) - X (0.0548)] -k 0.1825 [ X  (0.8304) - Z (0.1696)]} 

+ (1 zk a) {0.0549 [~'(0.9896) - ~'(0.0104)] + 0.1244 [~'(0.9452) - Z' (0.0548)] + 0.1825 [~'(0.8304) - ~'(0.1696)]} 

> 0, P 2 0  

accept H,. Otherwise, reject H,. Here a is determined from Eq. (21). 
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With respect to Test Fa, the use of the same quantiles and values of the aj as were used in Test F8 results in the 
following: 

1 
n 3.6817~~ = - - 1 = - - 

PYf b2 

f P  

0.010 

0.025 

0.050 

0.075 

0.100 

0.150 

0.200 

0.250 

0.300 

0.350 

where F (b)  = 1 - e .  The power function of the test is identical in form with that given in Eq. (20), and Test Fs can be 
finally stated as follows: if 

ij, = (1 T a) (0.0307 [X (0.99451) - z (0.00549)] + 0.0730 [X (0.9714) - z (0.0286)] 

+ 0.1168 [X (0.9149) - x (0.0851)] + 0.1477 [Z (0.7983) - x (0.2017)]} 

Efficiency 

T e d  Fa Test E Test FS Test 6 
0.01445 0.9806 0.9751 0.9862 0.9799 

0.0241 9 0.9587 0.9450 0.9702 0.9582 

0.05198 0.9369 0.91 94 0.9569 0.9394 

0.1004 0.9250 0.9071 0.9508 0.9330 

0.1 755 0.9206 0.9055 0.9495 0.9346 

0.4067 0.9246 0.9 1 97 0.9535 0.9491 

0.6828 0.9383 0.9427 0.9607 0.9655 

0.8076 0.9590 0.9665 0.972 1 0.9795 

0.9769 0.9808 0.9859 0.9862 0.9909 

0.9972 0.9952 0.9970 0.9966 0.9983 

Pi (Test n 

+ (1 -+_ a) (0.0307 [~'(0.99451) - ~'(0.00549)] + 0.0730 [x' (0.9714) - ~'(0.0286)l 

+ 0.1168 [~'(0.9149) - Z' (0.0851)] + 0.1477 [~'(0.7983) - ~'(0.2017)]} 

> 0, P 2 0  

accept H,. Otherwise, reject H,. 

Table 8 gives P', (Test F) and the efficiency of Tests F,, F6, F,, and for n = 200, E = 0.01. 

Under the assumption that p = pl = pa is unknown and u1 = u2 = 1, unbiased estimators of p, denoted by p2, will 
now be constructed using six and eight pairs of sample quantiles from the (ui} and {ui}. The aciencies of e2 will also 
be defined as 

Let zi and xi, i = 1,2, . . . ,6, be defined as in Test F6. Then an unbiased estimator of p using six pairs of sample 
quantiles is given by 

Table 8. Pt (Test F) and efficiency of Tests F6,F6, F,, and Fa, for n = 200, E = 0.01 
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where 

and pci is the correlation between zi and zj as well as between z!, and z;. It is not difficult to vedy  that E &) = p. The 
variance of c2 is given by 

The use of the same quantiles and values of the ai as were used in Test F6 results in the following: 

0.0549 { [Z (0.9896) - z (0.0104)]2 - [~'(0.9896) - ~'(0.0104)]'} + 0.1244 { [~(0.9452) - z (0.0548)12 - [~'(0.9452) - ~'(0.0548)]~} + 0.1825 { [Z (0.8304) - z (0.1696)]2 - [z' (0.8304) - d(0.1696)I2} 

6S961 + 6.2286 
p 2  = 

n 

1.1072 + 2.8505n 
2.3995 + 4.8241n + 2.4247n2 var(p^2~p=o)= 

For n = 200, 

vx ($2 I p = 0) = 0.005831 

eff (:2) = 0.8617 

Now let zi and z:, i = 1,2, . . . ,8, be defined as in Test F8. Then, using the same quantiles and values of the ai as 
were used in Test Fa, and omitting the details, one has 

0.0307 { [Z (0.99451) - z (0.00549)]2 - [~'(0.99451) - ~'(0.00549)]~} + 0.0730 { [Z (0.9714) - z (0.0286)]2 - [z' (0.9714) - Z' (0.0286)12} + 0.1168 { [ Z  (0.9149) - z (0.0851)]2 - [i(O.9149) - Z' (0.0851)]2} + 0.1477 { [Z (0.7983) - z (0.2017)]2 - [~'(0.7983) - ~'(0.2017)]~} A -  
P2 - 

6*8466 + 6.2794 n 

1.1360 + 2.8194n 
2.9298 + 5.3740n + 2.4644~1~ var(fl21p = 0) = 

For n = 200, 

var ($2 [ p = 0) = 0.005668 

eff ( f f )  = 0.8863 
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VII. Applying the Tests 

Two sets of samples, each containing 200 sample values, 
were drawn from a table of random numbers (Ref. 6) in 
which the entries are distributed N (0,l). Hence, the sets 
of sample values can be considered as samples of two 
independent normal random variables, x and y, with 
means px = py = 0 and variances U: = 4 = 1. The sample 
quantiles (denoted by x ( p )  and z’ ( p ) ,  respectively) neces- 
sary to perform the tests, as well as those used for the 
estimation of p, were determined. All the tests were per- 
formed at a significance level of 0.01. From the sample 
values of x, the following quantiles were obtained: 

z (0.0540) = - 1.782 

z (0.1915) = -0.979 

x (0.3898) = -0.247 

~(0.6102) = 0.246 

~(0.8085) = 0.812 

~(0.9460) = 1.500 

z (0.0310) = - 1.912 

z (0.1154) = - 1.316 

z (0.2481) - 0.689 

z (0.4126) = -0.211 

~(0.5874) = 0.200 

~(0.7519) = 0.681 

z (0.8846) = 1.129 

~(0.9690) = 1.719 

z (0.0104) = -2.112 

z (0.0548) = - 1.782 

z (0.1696) = - 1.125 

~(0.8304) = 0.875 

~(0.9452) = 1.500 

~(0.9896) = 2.358 

z (0.00549) = - 2.444 

z (0.0286) = - 1.939 

z (0.0851) = - 1.616 

z (0.2017) -0.957 

~(0.7985) = 0.790 

~(0.9149) = 1.241 

~(0.9714) = 1.808 

~(0.99451) = 2.462 

From the sample values of y, the following quantiles 
were also obtained: 

Z’ (0.0540) = - 1.569 

~’(0.1915) = -0.765 

Z’ (0.3898) = -0.285 

z‘ (0.6102) = 0.246 

x’ (0.8085) = 0.923 

z’ (0.9460) = 1.407 

Z’ (0.0310) = - 1.753 

Z‘ (0.1154) = -1.086 

X’ (0.2481) -0.544 

~’(0.0104) = -2.205 

Z’ (0.0546) = - 1.569 

X’ (0.1696) -0.820 

~‘(0.8304) = 0.949 

~‘(0.9452) = 1.407 

~’(0.9896) = 2.358 

Z’ (0.00549) = -2.273 

2’ (0.0286) = - 1.893 

Z’ (0.0851) = - 1.244 
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X’ (0.4126) = -0.185 Z’ (0.2017) = -0.734 

x’ (0.5874) = 0.200 ~’(0.7983) = 0.790 

x’ (0.7519) = 0.681 ~’(0.9149) = 1.246 

~’(0.8846) = 1.129 ~’(0.9714) = 1.646 

~’(0.9690) = 1.719 z’ (0.99451) = 2.320 

The sample means and sample standard deviations were 
computed and found to be 

- 
x = -0.0557 s, = 0.9994 

y = 0.0345 s, = 0.9372 ...A 

The corresponding estimates using six and eight optimal 
sample quantiles were also found to be 

A 
ux = 1.0187 A -  px - -0.0574 

9, = 1.0159 A -  px - -0.0349 

a, 0.9370 A -  pLy - 0.0168 

p, = 0.0258 2, = 0.9201 

A 

Estimates of p = 0 using six and eight pairs of quantiles, 
as well as the sample correlation, were also computed and 
were found to be 

T = 0.0245 A t1 = 0.0680 

Pl = 0.0850 

pz = 0.0655 
A -  
p2 - 0.0830 

Tests A, x, and B, using six and eight sample quantiles, 
were performed on both sets of samples, with H, being 
true.Jn all six tests, H, was accepted. For Tests D, b, 
and E, which require sample quantiles from both sets of 
samples for each test, H, was accepted in all six tests when 
H, was true. For Tests F and it was assumed that the 
given sets of sample values were actually transformed 
values {ui} and {vi} obtained from sets (xi} and {yi} 
taken from two normal distributions with p = 0. With H, 
being true, in each of the four tests H, was accepted. 

Now, if x is distributed N (p, u), then x’ = ax + b, a > 0, 
is distributed N (up + b, UU).  If the transformations above 
were applied to all the sample values taken from a popu- 
lation distributed N (p, a), one sees that not only would 
the new sample values be distributed N ( u p  + b,m) but 
the order of the samples would remain unchanged; that 
is, if xi < xi, then xi < x;. Hence, if z ( p )  were the quan- 
tile of order p of the (xi}, then u z ( p )  + b would be the 
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quantile of order p of the {x ; } .  This fact permits us to per- 
form the tests when Ha is not tmce by simply performing 
a linear transformation on the sample quantiles of the xi 
and yi. These tests will be given in detail. The best tests 
using all the sample values will also be given. 

In Tests A and x, by adding 0.20 to each quantile 
%: (p) and z' (p), one can assume in each case that p1 = 0, 
p2 = 0.20, a = 1.0, and HI is true. The results of each test 
and the decision are as follows (Z and 2 will denote the 
sample quantile after the transformation): 

Test A, 

0.0968 gl + z) + 0.1787 (Z2 + Z5) + 0.2245 (Z3 + $) = 0.1468 < 0.1682, accept H, 
0.0968 + z) + 0.2245 @ + 3) = 0.2168 > 0.1682, reject H, + 2) + 0.1787 

Test A, 

0.0559 (Zl + 2) + 0.1119 (Z + $) + 0.1550 (Z3 + Z) + 0.2245 (z4 + Z5) = 0.1653 < 0.1668, accept H, 
0.0559 E +%) + 0.1119 E + 3) + 0.1550 @ +%) + 0.2245 (3 + Zg) = 0.2258 > 0.1668, reject H, 

Test & 
0.1276z1 + 0.06602, + 0.2095z2 + 0.1479z5 + 0.2553z3 + 0.1937z4 = -0.0288 < pl, accept H, 
0.12762 + 0.06602 + 0.20952 + 0.1479% + 0.2553% + 0.1937z = 0.0550 > pl, reject H, 

Test xu 
o . o ~ l ~ l  -k 0.034728 + o.1331z2 + o.0907?7 + O.1762Z3 + 0.13382, -k 0.19842, + 0.156026 = -0.0015 < p1, accept Ho 
0.0771x + 0.03472 + 0.13312 + 0.0907% + 0.1762% + 0.1338% + 0.19842: + 0.1560%; = 0.0730 > reject Ha 

Adding 0.20 to each sample value and applying Test A to all the sample values results in 

- 1 "  2 xi = 0.1443 < 0.1645, accept H, 

- 1 2 '& yc = 0.2345 > 0.1645, reject H, 
n i = 1  

n i = l  

In Test B, by multiplying each quantile by 1.2, one can assume that p = 0, U, = 1.0, a2 = 1.2, and H, is true. Then 
one has 

Test B, 

0.0549 (26 - 7,) + 0.1244 (% - z2) + 0.1825 (z4 - z3) = 1.2224 > 1.1230, reject H, 
0.0549 ('% - z) + 0.1244 ("g - ?$) + 0.1825 @ -"z;) = 1.2444 > 1.1230, reject H, 

Test B, 

0.0307 (% - %) + 0.0730 G7 - z2) + 0.1168 ce - %) + 0.1477 (z5 - z4) = 1.1041 < 1.1207, accept H, 
0.0307 (% - 3) + 0.0730 ("; - 3) + 0.1168 - %) + 0.1477 @, -a:) = 1.2191 > 1.1207, reject H, 

Multiplying each sample value by 1.2 and then applying Test B to all the sample values results in 

= 23.963 > 22.326, reject H, 

= 22.451 > 22.326, reject H, 
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In Tests D and 6, by putting 9 = 0.20 and hence adding 0.20 to each z' (p) and leaving each z (p) unchanged, one 
can assume that 9 = 0.20, p, = pl + 0.20, u1 = u, = 1.0, and H, is true. Then one has 

Test D, 

0.0968 (zl - 3 + z6 - 2) + 0.1787 (z, - 3 + z5 - "z:) + 0.2245 (23 - % + 2 4  - $) = -0.2751 < -0.2379, rejectHo 

Test Ds 
0.0559(~1 -% + 2 s  -Z) i- O.1119(~, -2 4- Z7 -3:) + 0.1550(~3 -3 + 2 6  -2) 
+ 0.1772 ( 2 4  -"x: + z5 -%) = -0.2607 < -0.2359, reject H, 

Test 56 
0.1184 (26 -2) 4- 0.0752 (zI - S) + 0.2003 ( 2 5  -2) + 0.1571 ( 2 2  - 2) 
+ 0.2461 (24  - 3) + 0.2029 (2, - 2) = -0.0405 < 0, reject H, 

N 

Test 6, 
0.0708 (2s - 2) + 0.0410 (2, - 3) + 0.1268 (z7 - %) + 0.0970 ( z ~  - 2) + 0.1699 (z, - z) 
+ 0.1401 (23 -2) 4- 0.1921 (25 -3) + 0.1623 (24  -"x;) = -0.0360 < 0, reject Ho 

Adding 0.20 to each yi, leaving each xi unchanged, and then applying Test D to all the sample values results in 

1 "  1 "  
- 2 xi - - 2 yi = -0.2902 < -0.2326, 
n i = 1  n i = l  

reject H, 

In Test E, by multiplying each z' (p) by 1.30 and leaving each x (p) unchanged, one can assume that 9 = 1.30, 
p, = pz  = 0, u2 = 1.30 ul, and H, is true. Then one has 

Test 

12.4463 [do549 (2, - 21) + 0.1244 (2, - 2,) + 0.1825 (24  - Z,)] 

- 10.4463 [0.0549 (t - z) + 0.1244 @ - 2) + 0.1825 (?$ -%)I = -0.0456 < 0, reject H, 

Test gs 
12.6233 [0.0307 ( 2 s  - 21) + 0.0730 (2, - ZZ) + 0.1168 (z, - 23) + 0.1477(~, - Z,)] 

+ 10.6233 [0.0307 6; - 2:) + 0.0730 C;: - 2) + 0.1168 (% - 2) + 0.1477 c'x; - ?$)I = 0.1172 > 0, accept H, 

Multiplying each yi by 1.30, leaving each x i  unchanged, and then applying Test to all the sample values results in 

= -0.0856 > -0.1645, accept H, 
I: Y3 

In Tests F and F, by multiplying each z (p) by 1.2% and each x' (p) by 0.80%, it can be assumed that each Z ( p )  is the 
quantile of order p of a transformed set of variables (pi} distributed N [0, (1 + p)%], that each?? (p) is the quantile of 
order p of a transformed set ioi}, distributed N [0, (1 - p)"], and that the transformations were applied to correlated 
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- 
sets {xi} and {yi}, each distributed N (0,l) with p = 0.2. Hence, for Tests F and F, one has p1 = p2 = 0, u1 = u2 = 1, 
p = 0.20, and H, is true. The results of the tests are 

Test F6 

0.0549 (26 - 2 - zl + 2) + 0.1244 (z5 - "x: - % + z) + 0.1825 (Z4 -"z: -'& + 2) = 0.2741 > 0.1741, reject H, 

Test F, 

0.0307 (28 - - 21 + z) + 0.0730 ( 2 7  -2; - 7 2  + $) f 0.1168 ($6 - 2 - 23 + 2) 
+ 0.1477 (z5 - % - g4 - Z$) = 0.2899 > 0.1714, reject H, 

Test j?6 

- 10.4463 E0.0549 (z6 - 21) + 0.1244 (26 - 2 2 )  + 0.1825 (24 - ?$)I 
+ 12.4463 [0.0549 @, - z) + 0.1244 (% - 3) + 0.1825 (2: -?%)I = - 1.2264 < 0, reject H, 

Test F, 
- 10.6233 E0.0307 (28 - 21) + 0.0730 ( 9 7  - 22) + 0.1163 (?!e - 2s) + 0.1477 (25 - k)] 
+ 12.6233 [0.0307 (?$ - 5:) + 0.0730 (% - %) + 0.1163 (% - 2) + 0.1477 (2; - TJ] = - 1.4338 < 0, reject H, 

Multiplying each xi by 1.2'h and each yz by 0.80% and applying Test F to all the sample values results in 

n 1 )  

2 (p -  1) ut + 2 ( p  + 1) u? = -23.390 < 12.908, reject H, 
it 1 i=1  

VIII. Suboptimum Test Statistics 

Tables 9 through 12 give the test statistics and accept- 
ance regions to be used in Tests A, B, D, and F. The tests 
are given as functions of n for E = 0.01 and E = 0.05. 
Tables 13 through 16 give the test statistics and accept- 
ante regions to be used in Tests A, D, E, and F as func- 
tions of n and E .  

- - -  

However, in order to apply the results developed here 
to statistical experiments performed aboard a spacecraft, 
it may be necessary to specify the order of the quantiles in 
advance. For maximum data compression, only one set 
of k quantiles should be so specified for a k quantile test 
or estimator, regardless of which test or estimator is re- 
quired. Since a set of quantiles that is optimum for one 
test is not, as we have seen, necessarily optimum for 
another, it is obvious that a compromise is required, 
based on some reasonable criterion. This problem was 
encountered in our previous investigations into the use 
of quantiles for data compression, and hence a proposed 
solution is at hand and will be presented here. 

It has, no doubt, been noted that only two sets of k 
quantiles or k pairs of quantiles (as well as the values of 

the ai) have been used for the tests and for estimating p. 
The sets and values of the ai used in Tests A, x, D, and 
are those which provide the asymptotically unbiased esti- 
mators of the mean of a single normal population with 
minimum variance. The sets and values of the ai used in 
Tests B, E, F, and and for estimating p are those which 
provide the asymptotically unbiased estimators of the stan- 
dard deviation with minimum variance. Thus we are faced 
with the problem of effecting a compromise between two 
sets of quantiles and values of the ai, one that minimizes 
var (E) and another that minimizes var (e). The compro- 
mise we now propose is one that was adopted previously 
for estimating p and u and for the tests using four quan- 
tiles. Determine the orders of the set of k/2 pairs of sym- 
metric quantiles and weights ai and pi, i = 1,2, * . - , k/2, 
such that unbiased estimators of p and u are given by 

and for which the linear combination var ($) + C var ($) is 
aminimum,C=1,2, - .  .. 
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The same sets of quantiles are to be used in all tests and 
for estimating p. Weights oci are to be used in the test sta- 
tistics of Tests A, A, D, and D, while weights pi are to be 
used in the test statistics of Tests B, E, F, and F and for 
estimating p. 

conditions for C = 1,2,3. Test statistics (designated as 
suboptimum) and acceptance regions were calculated for 
these sets of quantiles and values of the  CY^ and pi and 
are given in Tables 17 through 22 as functions of n and E .  

Finally, Tables 23 through 26 give the near-optimum and 
suboptimum estimators of p. In all cases, the loss in effi- 
ciency in going from optimum or near-optimum to sub- 
optimum conditions is not excessive. 

In Ref. 1, sets of six and eight quantiles as well as the 
values of the ai and pi are given which meet the above 
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Table 9. Test statistics and acceptance regions for Tests As and A8 
Ho: g (XI = 91 (XI = N (PI, U) 

Hx: 9 (XI = 92  (XI = N (fiz, u), u known 

Conditions Acceptance regions 

0.0968 Iz(0.0540) f z (0.9460)l f 0.1787 [z(O.l915) f z (0.8085)] 
f 0.2245 [z(O.3898) f z(0.6102)] 

2.37930 
5 P l r t T  

0.0059 [z(0.0310) f z(0.9690)] f 0.1119 [z(0.1154) f z(O.8846)] 
f 0.1550 [z(O.2481) f z(O.7519)] f 0.1772 [z(0.4126) f z(O.5874)l 

2.35940 
n M  

5 P l f -  

f i a  2 PI 
E = 0.05 

0.0968 [1(0.0540) f z(O.9460)] f 0.1787 [z(O.1915) -k z(0.8085)] 
f 0.2245 [z (0.3898) f z 10.6102)] 

168220 
n 'i+ 

5 p l f -  

0.0559 [1(0.0310) f z(0.9690)] -I- 0.1119 [z[0.1154)+ z(O.8846)] 
f0.1550 Cz(0.2481) f z(0.7519)l + 0.1772 [z(0.4126) f z(0.5874)] I 

Table 10. Test statistics and acceptance regions for Tests B6 and 8, 
! 

Ho: g (XI = gi (XI zz N (P. 01) 

HI: g (XI = gz (XI = N IC, OZI, p unknown 

Conditions 

0 2  2 Ul 

E = 0.05 

Acceptance regions 
L. 

0.0549 [z (0.9896) - z (0.0104)] f 0.1 244 [z (0.9452) - z (0.0548)] 
f 0.1825 [1(0.8304) - z(0.1696)J 

0.0307 [z (0.99451) - z (0.00549)] f 0.0730 [z (0.9714) - z (0.0286)l 
f 0.1 168 [z(O.9149) - z (0.0851)? f 0.1477 [1(0.7983) - z[0.2017)] 

0.0549 [z (0.9896) - z (0.0104)] f 0.1 244 [z (0.9452) - z (0.054811 
f 0.1825 [I 10.8304) - (0.1 696)] 

1.2309 5 01  (1 .o * T) 
0.0307 [z (0.99451) - z (0.00549)] 4- 0.0730 [z (0.9714) - I (0.0286)l 
f 0.1 168 [z (0.9149) - (0.0851)] f 0.1477 [z (0.7983) - z(0.2017)I 

5 Ul 1.0 * T) 1.2121 ( 
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Table 1 1. Test statistics and acceptance regions for Tests D, and DB 

Ho: 91 (XI = N lp, u), gz ( y )  = N (p, u), u known, p unknown 

Hi: 91 ( x )  = N lp, u), g2 (Y) = N ~JL + e, u), e # o  

Conditions G Acceptance regions 

0.0968 [z (0.0540) - z' (0.0540) -k z (0.9460) - z' (0.9460)] 
-k 0.1787 [z(O.1915) - ~'(0.1915) ~ ( 0 . 8 0 8 5 )  - z'(0.8085)] 
4- 0.2245 [z (0.3898) - z' (0.3898) -!- z (0.6102) - I' (0.6102)l 

2 T2.3793 u (-) nl + n2 'A 

nl nz 

0.0559 [z (0.0310) - z' (0.0310) -k ~(0.9690) - z' (0.96901 
4- 0.1 119 [z (0.1 154) - z' (0.1 154) -k z (0.8846) - z' (0.8846)] 
f 0.1550 Iz(0.2481) - z' (0.2481) + ~(0.7519) - zr(0.7519)] 
-k 0.1772 [z (0.41 26) - z' (0.41 26) -k z (0.5874) - z' (0.5874)l 

2 T2.3594 u (-) nl + nz % 

nl ns 

0.0968 [z (0.0540) - z' (0.0540) -#- z (0.9460) - z' (0.9460)] 
-I- 0.1787 Iz(O.1915) - ~'(0.1915) -I- ~(0 .8085)  - z'(0.8085)] 
4- 0.2245 [z (0.3898) - z' (0.3898) -k z (0.6102) - z' (0.6102)] 

2 T1.68220(-) nl + nz 5 

nl nz 

0.0559 [z (0.0310) - z' (0.0310) 4- z (0.9690) - z' (0.9690)] 
4- 0.1 119 [z (0.1 154) - z' (0.1 154) 4- z (0.8846) - z' (0.8846)] 
-k 0.1550 [z (0.2481) - z' (0.2481) -k z (0.7519) - z' (0.7519)] 
f 0.1772 [I (0.41 26) - z' (0.41 26) z (0.5874) - z' (0.5874)] 

nl + nz % 2 T1.6681 u (-) nl na 
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Table 12. Test statistics and acceptance regions for Tests F6 and Fg 
Ho: 91 (XI = N (0, 11, 
HI: 91 (XI = N (0, If, 

gz (y) = N (0,1), 

gz (y) = N (0, 11, 
p = o  
P f O  

Conditions 

c12 a 

m a 1(1 

Conditions 

Acceptance regions Constraints 

Test x# 
bz 

29.1 17 n - 18.696 bz 
ffs = (0.0968 fff)z(0.0540) -k (0.0968 Talz(0.9460) -k (0.1787 f a )  ~(0.1915) 

-k (0.1787 Ta)z(0.8085) -k (0.2245 +a) z (0.3898) -k (0.2245 T a )  ~(0.6102) 

F(b) = 1 - e I F 
Test 

(0.0559 fa)z(0.0310) -k (0.0559 Ta)z(0.9690) -k (0.1119 *a)z(O.1154) 

-k (0.1772 fa)z(O.4126) -k (0.1772 Ta)z(0.5874) 

b' 
61.163 n - 35.890 ba 

-k (0.1119Ta)z(0.8846) -k (0.1550 +a)z(0.2481) -k (0.155Oia)z(0.7519) ffz = 

F(b) = 1 - e  
I 

P 2 0  
e = 0.01 

P 2 0  
e = 0.05 

Acceptance regions 

0.0549 [I (0.9896) - z' (0.9896) - z (0.0104) -k z' (0.0104)] 
f 0.1 244 [z (0.9452) - z' (0.9452) - z (0.0548) f I' (0.0548)] 
4- 0.1825 [2(0.8304) - ~'(0.8304) - ~(0.1696) -k z'(0.1696)l 

2.4620 5 r f : n ,  

0.0307 [z (0.99451) - z' (0.99451) - z (0.00549) f z' (0.00549)] 
4- 0.0730 [z (0.9714) - z' (0.9714) - z (0.0286) f z' (0.0286)] 
-k 0.1168 cz(0.9149) - ~'(0.9149) -z(O.O851) + z'(0.0851)] 
f 0.1477 [z (0.7983) - z' (0.7983) - z (0.2016) 4- z' (0.2016)I 

2.4248 
n M  

Sf- 

0.0549 [z (0.9896) - z' (0.9896) - z (0.0104) -k I' (0.0104)] 
4- 0.1 244 [z (0.9452) - z' (0.9452) - z (0.0548) f z' (0.0548)] 
-k 0.1825 [z(0.8304) - ~'(0.8304) - ~(0.1696) -k z'(O.1696)] 

1.7406 
ns 5 f- 

0.0307 [z (0.99451) - z' (0.99451) - z (0.00549) f z' (0.00549)] 
f 0.0730 [z (0.9714) - z' (0.9714) - z (0.0286) 4- I' (0.0286)l 
-k 0.1 168 [z (0.9149) - z' (0.9149) - z (0.085l) -k z' (0.0851)] 
f 0.1 477 [z (0.7983) - z' (0.7983) - z (0.201 6) -k z' (0.201 a)] 

1.71 43 
n M  

5 f- 

Table 13. Test statistics and acceptance regions for Tests & and &, using near-optimum quantiles 

Ha: g (XI = gi fx) = N (/AX, U) 

HI: g (XI = gz  fx) = N (h, u), u unknown 
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Table 14. Test statistics and acceptance regions for Tests and A, using near-optimum quantiles 

Ho: gi (X I  = N IC. 01, gz  ( y )  = N C., a), p and o unknown 
Hi: 91 ( X I  = N b, 01, gz Cy) = N (/I f 9, 01, 9 # 0  

Acceptance regions 

Test 0, 
(0.0968 4a) [z (0.9460) - z' (0.0540)] f (0.0968 Ta)  [z (0.0540) - z' (0.9460)] 

f (0.2245 +a) [z(0.6102) - z'(O.3898)] f (0.2245 'Fa) [z(0.3898) - z' (0.6102)J 
$. (0.1787 &a) [z (0.8085) - z' (0.1915)] f (0.1787 ?a) [z (0.1915) - z' (0.8085)] 

20 
Test 6 

(0.0559 *a) [z (0.9690) - z' (0.0310)l f (0.0559 Ta) [z (0.0310) - z' (0.9690)I 
f (0.1119 +a) [z(0.8846) - z'(0.1154)] f (0.1119Ta) [z(O.1154) -z'(O.8846)] 
f (0.1550 +a) [z(O.7519) - z'(0.2481)] 4- (0.1550 'Fa) [z(0.2481) - z'(0.7519)l 
f (0.1772 +a) [z (0.5874) - z' (0.41 26)] f (0.1772 Tor) [z (0.4126) - z' (0.5874)] 

Conditions 

9 2 0  

9 2 0  

Constraints 

b2 
58.234 n - 18.696 b2 

012 = 

F(b) = 1 - E  

b' 
122.325 n - 35.890 ba 

a' = 

F(b)  = 1 - E  

Conditions 

9 2 1  

8 2 1  

Acceptance regions Constraints 

Test z e  

(1 + a) (0.0549 Iz(0.9896) - z (0.0104)] f 0.1244 [z(0.9452) - z (0.0548)] 

4- 0.1244 tz'(0.9452) - z'(0.0548)J f 0.1825 [z'(0.8304) - z'(O.1696)]} 
1 

I - 3.5713 n f 0.1825 [z(0.8304) - z(O.1696)]} f (1 T a )  (0.0549 Ir'(O.9896) - z'(O.0104)] 

> o  

ff --- 
b2 

F(b) = 1 - E 

Test FS 
(1 + a) (0.0307 [z(O.99451) - z (0.00549)] -I- 0.0730 Cz(O.9714) - z(O.O286)] 
f 0.1168 Iz(O.9149) - z(0.085l)l f 0.1477 [z(O.7983) - z(0.2017)]} 
f (1 T a) (0.0307 [z' (0.99451) - z'(0.00549)] f 0.0730 [I' (0.9714) - z' (0.0286)l 
f 0.1168 rz'(O.9149) - Z' (0.085l)l f 0.1477 Iz'(0.7983) - z' (0.2017)]} 

3.6817n a - - - l  
bZ 

F(b) = 1 - e 

> O  

Table 16. Test statistics and acceptance regions for Tests F6 and F,, using near-optimum quantiles 

Ho: gi (XI = N @, u), gz (yl = N (p, 01, p = 0 
Hi: 9% 1x1 = N QL, 01, g2 ( y )  = N {p, 01, p # 0, p and (I unknown 

Acceptance regions 

Test 
(1 T a) (0.0549 [z(O.9896) - z(0.0104)J f 0.1244 Iz(O.9452) - z(O.O548)] 

f 0.\244 [I' (0.9452) - z' (0.0548)l 4- 0.1 825 [z' (0.8304) - I' (0.1696)] } 
f 0.1825 Iz(0.8304) - z(O.1696)] } f (1 -+a) (0.0549 cz'(O.9896) - z(0.0104)] 

> O  

Conditions 

P 2 0  

P 2 0  

Constraints 

1 
- 3.5713 n 

bz 
F(b )  = 1 - E 

--- 

Test E 
(1 T a) (0.0307 [z(O.99451) - z (0.00549)] f 0.0730 [z(O.97\4) - z(0.0286)l 
f 0.1 168 [z (0.9149) - z (0.085l)l -k 0.1477 [z (0.7983) - z (0.2017)]} 
4- (1 rtr a) (0.0307 [z' (0.99451) - I' (0.00549)l 4- 0.0730 [z' (0.9714) - z' (0.0286)l 
4- 0.1 168 [1'(0.9149) - z'(0.0851)] 4- 0.1477 [z'(O.7983) - z'(0.2017)]} 

- 3.6817n 
a ---1 

ba 
F(b) = 1 - e 

> O  
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Table 17. Suboptimum test statistics and acceptance regions for k = 6, C = 1 

pi = 0.0231 
p2 = 0.1180 
p3 = 0.3369 

ps = 0.9769 
ps = 0.8820 
pa = 0.6631 

Acceptance regions 

Test As 
0.0497 (21 f 16) f 0.1550 (ZZ f 2s) f 0.2953 (23 + 2 4 )  

1.0282 ba 
nG 

2p1f- 

Test % 
(0.0497 f a) 21 f (0.0497 T a) zs f (0.1550 f a)zz f (0.1550 T a) ~a 

f (0.2953 k (I) 2 3  f (0.2953 Tor) zi 

5 Pi 

Test Bs 
0.1088 ( 2 6  - 21) f 0.1951 (2s - Zz) f 0.1228 ( 2 4  - 23)  

5 ( 1.0 k -) 0 7650 b 
nM 

Test 
(0.0497 f a) ( ~ e  - 2;) f (0.0497 T(I) (21 - 2:) f (0.1550 fa) (zs - 4 f (0.1550 T a) (22 - 2:) 
f (0.2953 k (I) (a - 2'8, f (0.2953 7 a) ( ~ 8  - 4) 

Test z6 
(1 f a) [0.1088 (ZS - 21) f 0.1951 (2s - ZZ) + (0.1228 (24 - Zs)] 

f (1 7 a) [0.1088 (26- &) f 0.1951 (2; - 24) f 0.1228 (& - z;)] 
> O  

1.0819 b 
ns 5 f- 

Test E 
(1 T a) [0.1088 (a - ZI) f 0.1951 (a - ZZ) f 0.1228 ( 2 4  - ZS)] 

f (1 f a) [0.1088 (2:- z:) f 0.1951 [zi - 2:) 4- 0.1228 (& - &)I 

> O  

Constraints 

F(b) = 1 - E  

bZ 
49.033 n - 29.516 bZ 

(y2 = 

F(b) = 1- E 

F(b) = 1 - e  

F(b) = 1 - e 

bZ 
98.065 n - 29.516 b' 

*2 = 

F(b) = 1 - 8 

- 3.4176n 
a ---1 

b' 
F(b) = 1- E 

F(b) = 1 - E 

- 3.4176 n 

F(b) = 1 - E  

a -- b2 - 1  
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Table 18. Suboptimum test statistics and acceptance regions fork = 6, C = 2 

Conditions 

I L Z  2 PI 

P2 2 P1 

0 2  2 Ul 

- 

e 2 o  

e 2 o  

e 2 1  

P 2 0  

P 20 

c 

pi = 0.0 193 
ps = 0.1009 
pa = 0.3071 

pe = 0.9807 
ps = 0.8991 
pa = 0.6929 

Acceptance regions 

Test Aa 
0.0424 (21 f ze) f 0.1401 (za f za) f 0.3175 (23 f a) 

~ a l f i 2 E ! &  
n’h 

Test 
(0.0424 2 a)zi f (0.0424 T a)~a f (0.1401 +CU)ZZ f (0.1401 T ~ ) Z S  

d- (0.3175 rl: a) zs f (0.3175 T a) 2 4  

5 l”r 

Test BE 
0.0940 (a - 21) f 0.1 847 (ZS - 12) f 0.1387 (24 - za) 

Test i5 
(1 rl: a) C0.0940 (ZS - 21) f 0.1847 r-1- ZZ) f 0.1387(a - za)] 
f (1 F a) [0.0940 (2:- z’,) f 0.1 847 12: - z‘~) 4- 0.1387 (z: - 291 

> O  

Test Fe 
0.0940 (2% - 2:- 21 f I:) f 0.1 847 (IS - 26- z a  f 2:) 

f 0.1387(~4 - 2: - 2 3  f 2:) 

< + 1.0757 b 
> -- n 5  

Test 7, 
(1 T CY) [0.0940 (26 - 21) + 0.1847 (a - ZZ) + 0.1387 (U - d)]  
f (1 f a) [0 .0940(z~-z~)  + O.l847(zL - 2:) + 0.1387(2‘,- z’Jj 

> O  

Constraints 

F(b)  = 1 - E 

ba 
55.344 n - 34.559 bh 

F(b)  = 1 - E 

a2 = 

F(b)  = 1 - E 

F(b)  = 1 - E 

b2 
110.688 n - 34.559 b2 

a 2  = 

F(b)  = 1 - E  

1 *l = 3.4572 n 
b2 

F (b )  = 1 - e  

F(b)  1 1  - E 

1 
- 3.4572 n a --- 

ba 
F (b )  = 1 - E 
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Table 19. Suboptimum test statistics and acceptance regions for k = 6, C = 3 

p1 = 0.0175 
pa = 0.0922 

pa = 0.9825 
ps = 0.9078 

ps = 0.2858 = 0.7142 

Conditions 

M 2 P l  

EL2 2 PI 

uz 2 u* 

e 2 o  

8 2 0  

e e l  

P 2 0  

P 2 0  

Acceptance regions 

Test AB 
0.0389 (21 f a) f 0.1306 (Zz + 2s) + 0.3305 (23 f 24) 

Test 
(0.0389 f CY) 21 f (0.0389 T CY) 2 6  f (0.1306 * CY) zz f (0.1306 T 01) zs 
f (0.3305 2 CY) ~3 + (0.3305 T CY) 14 

5 PI 

Test Be 
0.0865 (ZE - 21) f 0.1764 ( 2 5  - 2 2 )  f 0.1478 ( ~ a  - a) 

SUl (  l.0kT) 0.7580 b 

2 T 1.0383 bu ( - nlnltn:) " 

(0.0389 t CY) (ZE - 2:) + (0.0389 T a) (21 - 2:) f (0.1306 t CY) (2s - 26) 
f (0.1306 7 CY) (2% - 2:) + 110.3305 & CY) (24 - 2:) f (0.3305 i CY) (23 - 2:) 

2 0  

(1 * CY) [0.0865 (ZS - 21) f 0.1764 (2s - 2 2 )  f 0.1478 (24 - Za)] 
f (1 T CY) [0.0865 (2; - 2:) f 0.1764 (2; - 2:) + 0.1478 (2: - &)I 

Test FE 
0.0865 (ZS - 2; - 2 1  f 2:) f 0.1764 (2s - 2:- zz f 2:) 

+ 0.1478 (z< - 2:- 13 f 2:) 

1.0720 b 
n" 

>< t- 
Test E 

(1 T CY) [0.0865 (ze - 21) f 0.1764 (Is - ZZ) f 0.1478 (24 - a)] 
f (1 f CY) [0.0865 (2; - 2:) f 0.1764 (2: - 2:) f 0.1478 (12 - z;)] 

Constraints 

F(b) = 1 - E 

b2 
59.420 n - 35.816 bZ 
F(b) = 1 - E  

CY' = 

F(b) = 1 - E  

F ( b )  = 1 - E 

bz 
1 1  8.839 n - 35.816 b2 

Q' = 

F(b) 1 1 - E  

, - 3.4758 n 
a ---1 

b' 
F(b) = 1 - E  

F(b) = 1 - e  

1 - 3.4758 n 
b2 

F(b )  = 1 - e  

Q 
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Conditions 

cz 2 PI 

1.12 2 CLI 

uz 2 Ul 

e 2 o  

0 2 0  

0 2 1  

P 2 0  

P 2 0  
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ps = 0.9881 p7 = 0.9396 p6 = 0.8279 p 5  0.6289 

Constraints Acceptance regions 

Test A8 
0.0249 (21 f 28) f 0.0764 (22 f 27) $. 0.1568 (Z3 + 26) f 0.2419 (Z4 f 25) 

1.0175 bo 
n% 

F(b) = 1 - 8 5f.hf- 

Test 

f (0.2419 4 ( ~ ) a  f (0.2419 T a ) ~ s  

5 Pi 

Test Bs 

(0.0249 k a) Zi 3. (0.0249 T a) zs f (0.0764 f a) 2 2  f (0.0764 T a) 2 7  

f (0.1568 rfr a)z3 f (0.1568 T 
b' 

99.965 n - 58.972 bZ 
0: = 

F(b) = 1 - E 

0.0600 (2s - 11) + 0.1 249 (21 - ZZ) f 0.1528 (ZC - ~ 3 )  f 0.0789 (25  - 24) 

F(b) 1 - E  0.7432 b 5 UI (1.0 +- 7) 
Test DS 

0.0249 (21 - 2: + 2 s  - 2;) + 0.0764 (22 - Z', + 2 7  - 2:) + 0.1568 (28 - 2: + z6 - 2;) 

f 0.2419 (24 - 2: + 2 s  - 2;) 
F(b) = 1 - E 

2 1.0175bw ( - ';:npZ) ' 
Test ES 

(0.0249 k a) (2s - 2:) + (0.0249 T a) (11 - 2;) f (0.0764 rfr a) (2, - 2;) 

b2 
199.931 n - 58.972 b2 

f (0.0764 7 01) (ZZ - 2:) f (0.1568 f a) (26 - 2:) f (0.1568 T a) (23 - 2:) 

2 0  

** = 
f (0.2419 rfr a) (25 - 2:) + (0.2419 T a) (24 - 2:) 

F(b) = 1 - E 

Test 'E, 

1 
- 3.6206 n 

b2 
F(b) = 1 - E 

--- (I  f. a) [0.0600 (ZS - 21) f 0.1 249 (h - zz) f 0.1528 (a - 23) -b 0.0789 (zs - a)] 
-k (1 T a) [O.O6W (2; - z:) -I- 0.1249 (2: - 2:) 4- 0.1528 (2: - zi) f 0.789 (2: - 231 

> O  

Test FS 
0.0600 ( 2 8  - 2; - Zi f 2:) f 0.1249 (2, - Z: - zz f 2:) 

f 0.1528 (26 - 2; - 2 3  f Z j )  f 0.0789 (2s - 2; - 24 f 2:) 

F(b) = 1 - E 
< + 1.0510b 
> -7 

Test ?R 

1 
(1 a) [0.0600 (2s - 21) f 0.124b (Z? - 2 2 )  f 0.1528 ( 2 6  - 13) + 0.0789 (25  - Z4)] 

-I- (1 +- a) [0.0600 (2: - 2:) f 0.1249 (2; -. 2;) f 0.1528 (22- 23 f 0.0789 (de - I:)] 
- 3.6206 n 

F(bl = 1 - E 

a --- 
b2 

> O  

39 



Table 21. Suboptimum test statistics and acceptance regions for k = 8, C = 2 

pi = 0.00998 pz = 0.0515 p3 = 0.1511 p = 0.3481 
pa = 0.99002 pr = 0.9485 PE = 0.8489 p6 = 0.651 9 

Acceptance regions 

Test A8 
0.0212 (21 f 2s) f 0.0668 ( ~ a  f 2 7 )  f 0.1473 (a f IS) f 0.2647 (24 f ZK) 

Test x a  
(0.0212 =k a) ZI f (0.0212 T a) zs + (0.0668 rfr a) zz f (0.0668 i a) 2 7  

(0.1473 rfr a) 2 3  f (0.1473 T a) IS f (0.2647 =k a) 2, f (0.2647 T a) 26 

5 P 

Test BE 
0.0518 (28 - 21) f 0.1 134 (Zr - z3) f 0.1534 (26 - 2s) 
f 0.0925 (26 - ~ r )  

5 o1 ( 1.0 * -+-- 
O 7407 b, 

Test DE 
0.021 2 (21 - 4 f zs - 2;) f 0.0668 (22 - 2: f 2 7  - 2:) f 0.1473 (13 - Z’, f ZE - 2;) 
f 0.2647 (24 - 2: f 2 6  - 

2 T 1.0201 bo (n:::) - ‘h 

Test 58 
(0.0212 +- OL) (Y - 2:) f (0.021 2 T a) (21 - 2:) f (0.0668 rfr a) (27- $) 
f (0.0668 T a) (22 - z;) f (0.1473 =k CY) (ZE - 2;) f (0.1473 7 a) (22 - $) 

+ (0.2647 -C a) (25 - A) f (0.2647 7 a) (24 - $) 

20 
Test 

(1 k a) [0.0518 (2s - 21) f 0.1 134 ( 2 7  - ZZ) f 0.1534 (IS - ZS) f 0.0925 (ZK - ~ 4 ) l  

f (1 Fa)  [0.0518(r:-z:) f 0.1134(zi-zz’,) f 0.1534(~2-z;) f 0.0925(&-&] 

Constraints 

F(b) = 1 - e 

b’ 
11 1.246 n - 66.247 b2 

*= = 

F(b)  = 1 - e 

F(b) = 1 - E  

F(b) = 1 - e 

b’ 
222.493 n - 66.247 b’ 

ff’ = 

F(b) = 1 - E 

1 

F(b) = 1 - e 

F(b) = 1 - e 

a - 3.6456 n 
a - - - 1  

b2 
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Table 22. Suboptimum test statistics and acceptance regions fork = 8, C = 3 
p i  = 0.00921 pa = 0.0476 p3 = 0.1407 p4 = 0.33’14 
pa = 0.99079 pi = 0.9524 p~ = 0.8593 p s  = 0.6686 

Conditions 

P 2 c 

P 2 c  

ua  2 ui 

e 2 o  

e 2 o  

e 2 i  

P 2 0  

P 2 0  

Acceptance regions 

Test As 
0.0196 &I f ZS) f 0.0626 (22 f 2 7 )  f 0.1404 (za f a) f 0.2774 (24 f 26) 

1.0223 bu 
nH 

5p1f.- 

Test & 
(0.0196 f. a) 21 f (0.0196 T a) zs f (0.0626 f. a) zz 4- (0.0626 T a) 2 7  

f (0.1404 -+ a) zs 4- (0.1404 7 CY) f (0.2774 2 CY) 11 4- (0.2774 T a) zs 

5 P 

Test Bs 
0.0484 (ZS - 21) $. 0.1075 ( 2 7  - ZZ) f 0.1512 (26 - 23) 4- 0.1004 (2s - 24)  

>< Qi (1.0 f. 0.7397 -;;.-) b 

____ ~~ ~ 

Test 
(0.0196 f. a) (zs - 2:) 4- (0.0196 T a) (21 - 2:) f (0.0626 * a) ( 2 7  - z!J 
f (0.0626 T cu) (zn - 2:) 4- (0.1404 f. a) (a - 2:) f (0.1404 T a) (a - A)  
f (0.2774 k YY) (a - 2:) f (0.2774 T a) (24 - 2:) 

20 
Test T8 

(1 f. a) 10.0484 &E - 21) 4- 0.1075 ( 2 7  - ZZ) f 0.1512 (a - a) f 0.1004 (IS - Z I ) ]  

f (1 T a) l0.0484 (2’8 - 2;) f 0.1075 (AT- 2;) f 0.1512 (2:- Z$ f 0.1004 231 
> O  

1.0461 b 
n x  

>< 2- 

Test 

(1 T CY) 10.0484 &e - 21) f 0.1075 (27 - 2%) f 0.1512 (zs - LS) f 0.1004 (a - 41 
f (1 f. a) L0.0484 (A - 2:) f 0.1075 &!, - 14) f 0.1512 (2: - 2;) f 0.1004 (& - z:)] 

> O  

Constraints 

F(b) = 1 - E 

ba 
117.400 n - 70.729 b2 

ff’ = 

F(b)  = 1 - e 

F(b) = 1 - E 

F(b) = 1 - e 

b’ 
234.800 n - 70.729 b’ 

= 

F(b)  = 1 - E  

1 
3.6550 n 

ba 
$=-- 

F(b) = 1 - e 

F(b) = 1 - e 

a - 3.6550 n 
a---1 

b’ 

F(b) = 1 - E 
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Table 23. Estimators of p under near-optimum and suboptimum conditions for k = 6, pl = p2 = 0, ul = u2 = 1 

Conditions Estimators of p 

pi = 0.0104 pz = 0.0548 pa = 0.1696 
pa = 0.9896 pa = 0.9452 pi = 0.8304 

Near-optimum 
A 
pi = 

0.0549 (& -b 2E- 2': - 2:) -k 0.1 244 (2'2 -k z', - 2': - 27) -k 0.1 825 (2s 4- z', - 2,' - A') 
6'6777 + 3.1 143 

pi = 0.0231 pz = 0.1 180 p a  = 0.3369 
pa = 0.9769 ps 1 0.8820 pi = 0.6631 

A 0 . 1 0 8 8 ( z ~ ~ z ~ - z ' ~ - z ~ ~ ~ 0 . 1 9 5 1  (&+ &-z;*-z:) + 0 . 1 2 2 8 ( ~ - k z ~ - z ~ - z y )  

- 4- 2.9132 
6.1915 c = 1  pi = 

pi = 0.0193 pi = 0.1009 p3 = 0.3071 
ps = 0.9807 ps = 0.8991 p a  = 0.6929 

A 
pi = 0.0940 (z',+ 2:- 2': - 2:) f 0.1847(2%+ gS- 2': - 22) -k 0.1387(& -k &-- 2: - zy) 

- 4- 2.9536 
6.3320 

c = 2  

c = 3  

pi = 0.0175 p2 = 0.0922 p3 = 0.2858 
ps = 0.9825 ps = 0.9078 p d  = 0.7142 

I\ - 0.0865 (2: -k 26- 2': - 2:) + 0.1764 (2 -k z'. - 2': - 22) -k 0.1478 (8 -k 2;- 2': - 2:') 
Pi - 

I - + 2.9707 
6.3978 

I 

Table 24. Estimators of p under near-optimum and suboptimum conditions for k = 8, pl = p2 = 0, ul = u2 = 1 

Conditions Estimators of p 

pi = 0.00549 pz = 0.0286 p3 = 0.0851 pi 0.2017 
pa = 0.99451 p? = 0.9714 pa = 0.9149 ps = 0.7983 

A 0.0307 (2: -k 2'8- 2': - 2:) f 0.0730 (2: -k I?, - 2': - zf) -I- 0.1 168 (.", 4- 4 - 22 - 2:') 4- 0.1477 (& 4- 4 - 2: - zr) 
Near-optimum + 3.1397 

PI = 0.01 19 pz = 0.0604 p3 = 0.1721 pi = 0.371 1 
ps = 0.9881 pi = 0.9396 pa = 0.8279 ps = 0.6289 

A 
p1 = 0.0600 (2: f z', - 2:' - 2:) -k 0.1 249 (z", 4- 2: - 2:' - 2:) -I- 0.1 528 e8 + I", - zf - 2:) 0.0789 (I', -I- - 2: - 2:) 

- -k 3.0100 
6.7687 

pi = 0.00998 pz = 0.0515 p3 = 0.1511 pi ZI 0.3481 

pa 1 0.99002 pi = 0.9485 PE = 0.8489 ps = 0.6519 

I\ 
pi = 0.051 8 (4 + z', - 2:' - 22) -k 0.1 134 (z', -I- - z:" - 2;') 4- 0.1534 (2: + I', - 2:' - i,'l 4- 0.0925 (2: 4- - 2:' - 2':) 

- f 3.0374 
6.9271 

n 

PI = 0.00921 pa 10.0476 pa = 0.1407 p1= 0.3314 
pa = 0.99079 p = 0.9524 PE = 0.8593 pa = 0.6686 

A 0.0484 (2: + Z', - 2:' - 27) + 0.1075 (2: + 2'; - 2:' - 2:) + 0.1512 (2: + 2: - 2: - 2:) + 0.1004 (2: + 2: - 2: - 2';) 

- -k 3.0506 
6.9961 

c = 3  pi = 
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Table 25. Estimators of p under near-optimum and suboptimum conditions 
for k = 6, p = pl = p2 unknown, ul = u2 = 1 

Conditions 

Near-optimum 

c =  1 

c = 2  

c = 3  

Estimators of p 

pi = 0.0104 pz = 0.0548 p3 = 0.1696 
pa = 0.9896 pa = 0.9452 p4 = 0.8304 

A - 0.0549 [(ZE - 21)' - (2: - $43 
P' - 

0.1 244 [(rs - ZZ)' - (2: - z:)'] 4- 0.1 825 [(24 - a)' - (2'4 - z!#] 

- 4- 6.2286 
6.1961 

pi = 0.0193 pa 0.1009 pa = 0.3071 
PE = 0.9807 p6 = 0.8991 p4 = 0.6929 

pi = 0.0175 pa = 0.0922 p3 = 0.2858 
PE = 0.9825 ps = 0.9078 p4 = 0.7142 

0.0865 [(ZE - ~ 1 ) ~  - (A - Z:)'] + 0.1764 [(ZS - 22)' - (2: - 2!JZ] + 0.1478 [(z, - 23)t - (2: - Z:)? p?" 
-k 5.9414 

Table 26. Estimators of p under near-optimum and suboptimum conditions 
for k = 8, p = pl = p 2  unknown, ul = u2 = 1 

Estimators of p 
~ 

pi = 0.00549 pz = 0.0286 pa = 0.0851 p4 = 0.2017 
ps = 0.99451 pr = 0.9714 PE = 0.9149 p6 = 0.7982 

0.0307 [(IS - 21)' - (2; - z:)'] 4- 0.0730 [(Z, - ZZ)' - (14 - z:)'] + 0.1 168 [(a - a)' - (& - 23'1 -I- 0.1477 [(ZS - u)' - (2: - 2 3 1  $* = 
6.8466 - -k 6.2794 

pi 1 0.01 19 pz = 0.0604 p3 = 0.1721 pi = 0.371 1 
ps = 0.9881 pi = 0.9396 pa 0.8279 pa = 0.6289 

0.1249 [(m - ZZ)' - (2: - z:)'] -I- 0.1528 [(ZE - a)' - (2: - z;)'] 0.0600 [(ZS - 21)' - (& - z:)'] 0.0789 [(a - Z$ - (2: - z:)'] p?' 
6.0237 -I- 6.0200 

pi = 0.00998 pz = 0.0515 pa = 0.1511 p4 = 0.3481 
ps = 0.99002 p = 0.9485 pa = 0.8489 ps = 0.6519 

A pz = 0.0518 [(a - 21)' - (2: - 2~)'l 4- 0.1 134 [(a - zzf - (2; - z!JZl 4- 0.1534 [(ZE - af - (& - &'I 4- 0.0925 [[a - a)' - (2: - 22)'] 

4- 6.0748 

pi = 0.00921 pz = 0.0476 ps = 0.1407 p4 = 0.3314 
ps = 0.99079 pr = 0.9524 pa = 0.8593 p6 = 0.6686 

0.0484 [(rs - 21)' - (& - I:)'] 4- 0.1075 [(h - ZZ)' - (2: - 2!J2] + 0.151 2 [(ZE - a)' - (2: - z'$] 0.1004 [(IS - a)' - (2: - z!$] k =  
6.2952 - 4- 6.1012 
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